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When were we not talking about network modernization, right?
I'm fairly certain none of us ever expected to have the network
announced “done” - never requiring upgrading, no addition of
new technologies, no need for introducing new features. For
some time it has been normal to anticipate the need for network
modernization, knowing the concept of a modern network was
really just a moving target. Perhaps the things we didn't factor
into our thinking, however, were how much change would be
required, and the pace at which we were required to change.

As we discussed the content of this issue one thing stood front
and center: The ICT industry resonates with every facet of our
lives. More and more we rely on the transfer of data to navigate
our lives. The reliability of that transfer, along with how quickly
it occurs and how much we can move, has become more than
matters of convenience. With the advent of connected vehicles,
manufacturing automation, technology based healthcare, virtual-
ized networks, it can be the difference between life and death.
Network modernization is relative to safety, intelligence, security,
efficiency, knowledge transfer, health, education, commerce, and
more. Sure, a great network allows us to stream latest content
and stay connected via social media, but we long ago passed the
threshold of our networks providing anything as simple as enter-
tainment and staying connected.

Do not miss reading Ciena’s Rick Dodd article on page 32. His pre-
dictions about the network in 2017 and beyond are compelling.
And if virtualization is something you are considering for your
network, ADTRAN's Barry Derrick makes some solid points about
its emerging advantages on page 12. As always Prayson Pate from
ADVA has done his homework. His article on page 10 explores
feedback from your very own peers about operator innovation
and its connection to network modernization.

From an industry standpoint, UTC makes a solid case regarding
the convergence of IT and OT. What does that mean for the tal-
ent pool in your own organization? What are your strategies to
overcome the next gap in the talent wars? These are important
questions to consider when assessing your network's readiness
for newest technologies.

And no conversation about network modernization would be
complete without considering the regulatory, legislative and
policy components. As a new administration finds its home in
DG, all of us stand to be impacted by its decisions and leadership.
Already, we've watched a new FCC emerge. What will all these
changes mean for network operators, their funding vehicles,
competition, M&A activity? The perspectives offered by industry
leaders from TIA, INCOMPAS and CCA are the perfect reads as
you consider answers.

So, yes, we are talking about network modernization - again. |
suspect we all agree this is an ongoing conversation, and we all
need to be at the table. We hope you find this issue of Skinny Wire
helpful as you consider new ways to make your network more
competitive, more relevant, more vital.

Randy Turner
Editor, Skinn ire

Director, Marketing Communications
Walker and Associates
336-731-5246
randy.turner@walkerfirst.com
SWEditor@walkerfirst.com

Opinions expressed by contributors and commentators do not necessarily reflect the views of Walker and Associates, Inc.
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Real Innovation Meets the Access Network

By Greg Whelan
Principal
Greywale Insights

Innovations are much more interesting
than inventions. The “laser” is a clas-
sic invention and “FedEx” is a classic
innovation.  Successful innovation dis-
rupts entire industries as we've seen with
Uber, AirBnB and Amazon to name just
a few. The entire global telecommuni-
cation industry is at the dawn of a new
era of innovation and with all innova-
tions everyone should win except what's
referred to as “laggards”. Who are the
laggards going to be in this new era of
open communications? You don't want
to be one.

New inventions are announced week-
ly by technically driven companies all
promising the a similar “value proposi-
tion” of Open, Low Cost and Agile. I've
heard the latter term so many times it's
bothersome. Most of these inventions,
many neat technical tricks, promise a
new network operator nirvana and abil-
ity for these heavily regulated compa-
nies to compete with the cash-rich, nim-
ble and aggressive “cloud companies”
such as Amazon, Google and Facebook.
Unfortunately, most of these are “lasers”.
One of the more promising “FedEx's” is
CORD or Central Office Re-architected
as a Data Center. CORD is the biggest
innovation in broadband access since
ADSL and has the potential to re-vital-
ize incumbents and give over-builders
like GoogleFiber and Municipalities a
substantial CAPEX and OPEX advantage
over those network operators holding
on to yesterday's closed, proprietary
and expensive architectures. CORD is
an Open Linux Foundation Project and
is managed by the Open Networking
Foundation (ONF) which has recently
merged with the CORD founding Open
Networking Laboratory (ON.Lab). The
new ONF has defined CORD to include a
complete hardware and software open
source implementations.

CORD was created by network opera-
tors, namely AT&T as part of Domain 2.0.
In the U.S., Verizon and Comcast have
both joined this initiative as has Google/
Alphabet (Not GoogleFiber directly).
Interesting, first Verizon joined an AT&T
spawned initiative and then Comcast
joined a telco initiative. CORD has a
common core software architecture and
supports three use cases: Residential-
CORD (R-CORD), Mobile CORD (M-CORD)
and Enterprise CORD (E-CORD). I'd

expect a new cable (C) or DOCSIS (D)
related CORD in the future. There also
a common Analytics CORD (A-CORD)
across all use-cases. In theory, a future
service provider could have a single back-
end infrastructure, single set of M&Ps,
etc. for fixed and wireless networks and
for enterprise and residential services.
CORD can't solve organizational issues or
squirrel chews though. For now, think
of CORD as a “concept car” as AT&T does.
CORD, as the name implies, leverages the
ubiquitous virtualized data center archi-
tecture comprised of “white box" servers
and “bare metal” switches in a “Leaf-
Spine” architecture and adds carrier-
grade open source software implemen-
tations and open APIs. A generic data
center architecture is shown in Figure 1,
below.

White Box

White Box
Servers

Servers

in the CORD rack. The management line
cards become embedded in the virtu-
alized software infrastructure including
the SDN Controller (ONOS) and the NFV
Orchestrator (XOS). The white box serv-
ers are a pool of compute resources that
can be used for VMs, containers, VNFs,
caching, etc. As part of the fundamental
architecture initial VNFs include a Virtual
Router and a Virtual Subscriber Gateway
which eliminated the need for a sepa-
rate BNG/BRAS and simplifies many CPE
operational issues.

There are two primary areas where inno-
vation makes a real impact. The first is
doing the same things better and the
second is doing new things. CORD does
address both in many interesting ways.
For the rest of this article, I'm going to

Switch

White Box
Servers

White Box

Servers

Figure 1 Data Center Architecture
Source; Greywale Insights

CORD re-positions the two WAN ports
with one becoming the access network
and the other becoming the Metro
Network. This is illustrated in Figure 2.
Note the switches and servers are “white
box” Commercial-Off-The-Shelf (COTS)
hardware running open source software.
CORD evolves today's CO and in the
process it “disaggregates” a number of
today’s fully integrated network elements
including the OLT, ROADM, and BNGs.
In an OLT case, shown in Figure 3, the
chassis itself transforms into the leaf-
spine switch fabric and the access and
metro 1/0 blades become 1U 1/0O shelves

focus on the former and using tactical,
yet real life, examples illustrate that | call
the “elegant simplicity of the architec-
ture”. The ‘cooler’ examples involved the
intersection of virtualization and market
dynamics and the access network.

Tactical issue number one, what is the
“N+1 problem”, with N being the maxi-
mum number of subscribers support in
a given chassis and the “1” being the next
subscriber(s).  With a traditional OLT
you'd likely need to buy a new chassis,
two access line cards, two metro/WAN
line cards and two management cards



and then integrate the new chassis in a
rack. With CORD, all you'd need to buy
is one 1U access shelf and add it to the
CORD rack. This assumes the backend
integration in both cases is comparable
(Backend integration being everything
required to take and order and send the
bill).

With CORD your “atomic unit” for adding
new subscribers is a 48 port I/0 shelf and
not a chassis designed for 5000 or more.
In a GPON CORD each shelf with a 1:32
split can support 1536 subscribers. It's
also expected that each of the 48 ports
can be ‘software-defined’ to be a specific
technology. The network operator can
then install the requisite SFP and down-
load the appropriate software on port by
port basis. In this case, upgrading a port
from GPON to XG(s) PON would be swap-
ping out an SFP and downloading new
software to the specific port. Everything
else remains the same!  Thus, one of
the business benefits of CORD is the
closer alignment of CAPEX with actual
subscriber demands.

Tactical Issue Two is supporting two or
adding a new access technology. Many
fixed network operators must support
more than one access technology, GPON
and xDSL for example. Others may want
to add a new one such as XG(S) PON
or NG PON 2. While GPON OLTs today
can support new access technologies by
simply adding a new line card at some
point the existing equipment will need
to be upgraded or will lack the capacity
or capabilities to support emerging mar-
ket demands. For illustrative purposes,
adding a new access network architec-
ture requires a new system from perhaps
a new vendor.

Figure 2 CORD Architecture
Source: Greywale Insights

With today's architecture, adding a new
access technology would require the net-
work operator to test, qualify and deploy
an entire new system. They would then
have to create new M&Ps and would
have a significant backend integration
effort. With CORD, the network opera-
tor would merely have to qualify a new
Access I/0 shelf and add it to the existing
CORD rack. The backend integration is
non-zero but would be substantially less
than adding an entire new system. The
M&P’s would require minor adjustments
too. Yet, everything else except the new
access 1/0 shelves, remains the same.
The business benefits of this are far rang-
ing and impactful.

These two tactical examples illustrate
inherent flexibility of the hardware archi-
tecture. The open source software
architecture is equally flexible. The ref-
erence CORD software implementations
include the ONOS SDN Controller and
the XOS NFV Orchestrators. Both of these
open source initiatives are part of the
Linux Foundation and the ONF. Open
Flow, Open Stack, Docker Open Daylight,
OPNFV and many open source projects
are supported as well. Al of which
bring the value of virtualization and open
source to the most challenging part of
the network: the access network.

CORD is real innovation and it will disrupt
the entire network operator ecosystem.
It already has. Here we merely discussed
some simple examples of how the CORD
concept can improve and simplify net-
work operations. There are many more
ways that CORD enables you to ‘do things
better' by driving efficiencies, automation
and slashing OPEX. Equally as interest-
ing and important are the new features
CORD enables which will enable network

operations to achieve their goal of being
more “cloud-like”. CORD is the ‘real deal’
innovation-wise and network operators
of all sizes and shapes should begin to
understand how CORD can impact their
business. No one wants to be a laggard!

Greg Whelan. Principal at
| Greywale Insights, has over
. 20 years of international
. broadband (telco, cable and

wireless) experience. He's a
‘ thought leader in merging

Service Provider business
drivers and leading edge technologies. His
research focus is in virtual access networks,
Real Open Access Broadband, Gigabit
Broadband, fixed-wireless broadband,
Community Broadband, and loT networking.
He's a pioneer in the broadband telecommu-
nications area and drove the first global DSL
standards and was a co-founder, and Vice
President of the Broadband Forum.

Greg has worked in technical marketing roles
for large technology firms including Cisco
Systems (San Jose, CA) where he led award
winning global marketing campaigns in
telecommunications and cable markets and
Analog Devices (Norwood, MA) where he cre-
ated and lead their successful entrance into
the broadband telecommunication market.
He's also spearheaded marketing and prod-
ucts for a number of early stage SP Focused
venture-backed start-ups in the Boston areaq,
three of which were acquired by larger tech
companies.

He has a BS in Electrical Engineering from
Cornell University and an MBA in Innovation
from Northeastern University. He has also
studied Digital Video over Broadband at the
MIT MediaLab.
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Utility Modernization and IT/0T

Convergence

By Bob Lockhart
VP of Cybersecurity, Technology and
Research

uTC

Utility Modernization may be a trendy
topic but utilities have been modernizing
for decades. The first Automatic Meter
Reading (AMR) deployments are 20 years
old. The first boom in smart metering,
with its myriad of telecommunications
approaches including neighborhood
mesh, powerline telecoms, base stations,
and even cellular carriers, is nearly a
decade old. But changes continue to
arrive at a feverish pace. Newer devel-
opments such as synchrophasors and
high-speed distribution network moni-
tors promise previously unexpected pre-
cision in grid management. Meanwhile,
telecoms carriers are retiring legacy tech-
nologies that have been utility workhors-
es, such as SONET.

The commonality of nearly all the advanc-
es in grid management is the need for
improved telecoms. More data, needed
more quickly. Residential solar and wind
power generation provides energy inputs
directly into a distribution grid, bypassing
substations.  Unpredictable in timing
and intensity, these distributed energy
inputs require split-second decision mak-
ing to keep a distribution grid balanced
and within its safe voltage levels. As
grids become ever more complex, only
automation can react quickly enough to
keep things in order. And that automa-
tion starts and ends with fast and reliable
telecoms.

But things are not straightforward, and
utilities as a whole do not appear to have
settled on a standard response to the
increased telecoms requirements. UTC
recently surveyed a number of member
utilities on key performance indicators
for their OT telecommunications. Some
interesting findings:

e Utilities have not standard-
ized on a single organizational
placement for the OT telecoms
teams. Most commonly we
found that OT telecoms were
placed either within the IT
group, within power system
operations, or as a separate
operating company.

e Curiously, the OT telecoms
team was least likely to charge
for its services or to have ser-
vice level agreements (SLAs) in
place when it was within the IT
department.

e Outsourcing of OT communica-
tions does not appear to have
gained any momentum beyond
the services traditionally offered
by carriers such as mobile
voice.

e Only about one third of
responding utilities have com-
bined their IT and OT telecoms
into a single network.

Utilities do not normally approach tech-

nical issues with such a diversity of solu-
tions. The variance in our members'
responses suggests that it could be a
while before a standard approach to OT
telecoms arrives. If it ever does arrive.

Utility modernization will require lots
more collaboration than in the past. The
marriage of ICT (information communi-
cation and technology) equipment and
traditional grid management, with data
science as a witness, brings forth overlap
between IT and OT heretofore unseen.

Utility modernization sometimes pre-
sented solely as a technology issue. To be
sure, there are key technological issues.
More recently developed applications
such as conservation voltage reduction
(CVR) are technically sophisticated and
promise to reduce both operational and
capital expenses for utilities. However
most new applications have heavy com-
munication requirements and, being
built upon ICT platforms, many new solu-
tions assume the presence of IP-enabled
communications. Thus IT and OT teams
must collaborate to ensure a working
deployment of new grid technologies.

All that change ripples throughout the
utility. New technologies require staff
reskilling. Retired telecoms require rede-
ployment of existing applications. And
every change brings with it new pro-
cesses, new job descriptions, sometimes
even new people. One fundamental
result of utility modernization is IT/OT
Convergence.

To briefly define IT/OT Convergence,
information technology (IT) is the set
of platforms and applications that
have operated businesses for decades,
enabling systems such as billing, inven-
tory, payroll, and logistics, to name a
few. Operations technology (OT) is the
set of systems that manages and moni-
tors the power side of a utility - systems
that live in substations, control rooms,
and at the top of transmission towers. IT
and OT systems differ in their approach,
the type of technology they employ, and
especially in the effect of an outage.
Convergence simply means multiple enti-
ties approaching a common point.



Therefore, IT/OT Convergence is the
concept that ultimately IT and OT as
described above will eventually become
a single set of systems. That is unrealistic
given some of the dramatic differences
between the two but it is reasonable to
anticipate more overlap of IT and OT
than exists today.

IT/OT Convergence may be a misnomer,
even if IT and OT will likely overlap more
than they do today. Simultaneous exter-
nal drivers propel IT/OT overlap:

e Migration of OT applications
away from discontinued tele-
coms such as SONET, toward
Multiprotocol Label Switching
(MPLS) or Carrier Ethernet (CE)
telecommunications

e Massive data collection and
analytics approaches that are
enabled by modern line sensors

e Increasing integration of distrib-
uted renewable energy genera-
tion into distribution grids

e Increased regulation and green
energy mandates

e Threats to utility business mod-
els from distributed renewable
energy generation

e Increased cyber-attack surfaces
due to increased use of ICT

e Poor availability of skilled staff
to manage modern networks
and data-based approaches

IT/OT Convergence and Network
Modernization are often characterized
as technical challenges. To be sure, the
technologies required are complex, but
implementing them may be the easy
part. Network modernization frequent-
ly requires new forms of collaboration
not previously seen in utilities. IT and
OT personnel, often with vastly differ-
ent backgrounds, must collaborate when
sometimes they barely speak the same
language.

Cultural landmines abound. IT and
OT teams typically speak different ver-
naculars, have different backgrounds,
and understand concepts such as secu-
rity differently from each other. The
required collaboration is therefore chal-
lenging and sometimes only reluctantly
achieved. Key to this, and key to all utility
modernization, is executive management
support of the required collaboration.

The last bullet point, staff availability,
can be a snake in the grass for many
utilities. As networks become increas-
ingly complex, utilities may need skills
that have been rarely if ever required
in the past, such as data scientists and
cyber forensics experts. These and other
esoteric skills will be key to operating a
modernized network. Yet, utilities may be
challenged to attract and retain such per-
sonnel. For example it is difficult for an
electric utility to offer a long-term career
path to a data scientist. Meanwhile,
those in possession of such in-demand
skills are well aware of their worth and
will likely be highly sought after.

Without the required collaboration, tech-
nology becomes the driver and utility
employees the passengers. That does
not foretell an enjoyable journey. If
utilities want to avoid becoming the pas-
sengers in their modernization projects,
then some key areas to address are:

e Define all modernization proj-
ects in terms of use cases and
business results - understand
why any given technology is
needed and what business ben-
efits it will bring.

e Develop an early understand-
ing of the required changes to
job descriptions and business
processes. This may require
changing some employees’
roles, which brings with it a fear
of lost employment. Utilities
should approach this topic sen-
sitively.

e Plan for cultural disruption and
decide early on how this will be
handled.

e  Write new business and techni-
cal processes before the tech-
nology is deployed, if possible
before it is acquired.

e Continue the traditional prac-
tices of supply chain manage-
ment and technical evaluation
of solutions.

Utility modernization is not going to be
straightforward for any utility. For those
that do not address cultural as well as
technical issues, it may become an out-
right nightmare. The key will be to get
ahead of the complexity and think in
terms of three essential elements of all
solutions: the people, the processes, and
the technology.

AUTHOR: Bob Lockhart is Vice-president
of Cybersecurity, Technology, and
Research at Utilities Technology Council,
UTC.
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Network Modernization in the Service
Provider Environment

By Erik Muller
Network Architect
Network Utility Force

Networks, like all aspects of operation
of any business, evolve over time... and
as such they often contain elements
deployed at one time which are no longer
well-suited to newer requirements. But,
prudent and cost-conscious operators
find ways to integrate legacy systems
with the new, and can maintain multiple
generations of deployed infrastructure
in parallel. While this model of organic
growth is nearly universal within the
industry, different operators may take
a variety of approaches to manage the
complexity and keep their infrastructure
up-to-date.

Few operators have the luxury of per-
forming "forklift" upgrades network-wide
to standardize their environments - and
in the rare cases that doing so might be
financially justified, the operational cost,
effort, and time required for a global
update usually makes it an impractical
challenge. So we make do with incre-
mental updates, deploying newer gen-
eration equipment in an expansion while
leaving the existing systems running. Or
we add a new service or product offering,
and new customers are turned up on a
new platform while existing customers
remain on the original systems. Over
time as this cycle repeats, a wide and
inconsistent range of systems end up in
production.

This diversity comes with operational
costs. Staff need to be trained on mul-
tiple classes of hardware, management
systems, and operating procedures. A
wider inventory of spare parts needs
to be maintained. More devices need
to be tested when deploying updates,
more documentation needs to be review
and kept up to date, and so on. Even in
a single-vendor environment, different
generations of systems often have differ-
ing management applications, supported
software versions, and hardware capa-
bilities. All this variety requires time and
focus, which results in increased cost of
operations - and furthermore adds com-
plexity which results in longer lead times
to deploy new features and services.

The good news is that the complexity
and burden of supporting legacy systems

and devices can be minimized by taking
a mindful approach to updates and new
deployments. A variety of approaches
can be taken to simplify and modernize
a network, using routine operations as
a starting point. The key factor in all of
these approaches is to treat upgrades,
growth, or changes as an opportunity to
standardize and update.

Careful planning in advance of deploy-
ment can ease the long-term support
burden. Once a determination is made
that it's time for an infrastructure refresh
or addition, a valuable step is to reas-
sess your architecture - as requirements
change, the best solutions may also
change. While your current solutions
may be adequate to the task, there may
be other options that provide a better fit
today or a cleaner path towards future
goals. Walker and our partners can
assist with this review, providing a fresh
outside perspective. Ensuring that tacti-
cal changes fit into a long-term strategy
results in a longer service life of newly
deployed components, and can minimize
the need to retrofit changes down the
road as other new requirements arise.

Expansion of footprint or deployment of
new products and services are the most
obvious drivers of change, but the other
end of product life cycle is often over-
looked. As manufacturers update their
products, older systems are replaced by
more capable ones - and today's state-
of-the-art device is tomorrow's legacy
system. While most vendors offer pre-
dictable and well-documented support
models, eventually every system will
reach a point where support, software
updates, and spare parts are no longer
available. And, just like cars, houses,
or any other product, network infra-
structure devices tend to become more
failure-prone as they age. Being aware of
this, and planning ahead to update aging
infrastructure before it becomes a criti-
cal issue, allows an operator to minimize
disruptions while keeping infrastructure
up-to-date. And of course, as technology
improves over time, newer equipment
can often provide the same functionality
in a smaller space with lower demands
for power and cooling.

Beyond the hardware level, modern-
ization can encompass a wide range
of configuration and management fea-
tures. For example, identifying legacy
or vendor-specific protocols in use, and
migrating those portions of the network
to a modern, standards-based model
can promote consistency within your
network, and simplify the integration or
transition of suppliers in the future.

Also in many networks, there is a ten-
dency to diverge from standards over
time. New equipment is deployed with
the latest software, while older systems
remain on prior versions; new customers
are turned up with new templates while
existing customers use older profiles or
settings; and other similar updates may
not be universally deployed. This ten-
dency towards entropy can be largely
overcome with operational discipline or
automation, but even in the best-run
environments periodic review and audits
can identify legacy issues which may be
working today but could hinder future
changes.

SDN and NFV, while sometimes over-
hyped, can also be leveraged to good
effect to update an existing network.
Even if you don't currently need advanced
SDN features such as Openflow today,
many newer devices support technolo-
gies such as NETCONF which can be com-
bined with automation frameworks such
as Ansible or Salt to simplify provisioning
and management. Investing in tools to
simplify management and improve con-
sistency can result in long-term improve-
ments in efficiency of operations.

Maintaining a consistent, modern net-
work can be a challenge in any environ-
ment, but doing so can provide opera-
tional benefits and cost-savings. Both
in equipment and in operations, there
are many angles to explore that can
drive these benefits. Proactive planning
and preparation can be key to ensuring
that you're prepared for future needs
and requirements, and we at Walker are
ready to assist you in this effort.



Network Modernization Means
Operator Innovation

By Prayson Pate
CTO, Ensemble Division
ADVA Optical Networking

If you mention network modernization,
most people think about updating the
infrastructure of the network. | think
a bigger and more important set of
changes are required in the operators
themselves. That's just my opinion, so |
thought a sanity check was in order. As
a result, | recently did a phone survey of
some of my contacts to find out what's
on their minds.

Who | Talked to and My Methodology
| asked 10 senior leaders about their
views on innovation at their own com-
pany and in the industry. Here are the
demographics:

« Geography: 7 US, 3 Europe (2 in APAC
wanted to participate but we couldn’t
work out the timing)

¢ Industry: 9 telco, 1 cable

* Role: 8 technical, 2 sales/marketing

* Level: VP, director, group CTO

| asked a series of open-ended ques-
tions, not multiple choice. | also prom-
ised that these discussions would be
off the record, so you won't see who
provided the quotations below, or who
they work for. | have found that this
approach enables maximum insight into
what operators really think. Some of the
candid answers were quite surprising.

Do You Have a Plan for Innovation?
Does the Team Buy the Plan?

All of my respondents felt their com-
panies had a defined plan for innova-
tion and transformation, and some have
stated the plan publicly. Most felt that
the goal was understood and accepted
by the leadership team across the vari-
ous disciplines.

Engagement at the lower levels was
a mixed bag. While most of the team
seemed to understand and embrace the
plan for change and innovation, some
stated they had seen active resistance
from groups like operations or, in one
case, the CCIEs (!) who were threatened
by the loss of their elite status.

One person said that “we recognize we're
on the cusp of a profound shift in tech-
nology and market. When we look back
in 5 or 10 years we'll say ‘wow.”

What Are the Drivers for Innovation?
| asked my contacts what drivers were
being cited to explain or motivate the
need for innovation. The following rea-
sons were no surprise:
* New revenue
+ Faster turn-up of services and shorter
time to revenue
+ On-demand services and improved
customer experience
+ Compete with OTTs

On the other hand, these responses
were a bit unusual:

* Move to an open and software-
centric platform, i.e. future
innovation. (This respondent did say
such an open-ended goal complicates
investment because of the lack of a
clear return on investment.)
Retirement of old services and
infrastructure, e.g. TDM. (All of these
operators have to achieve this goal,
but only one cited it.)

What Are the Best Opportunities for
Revenue Growth?
The following responses were in line with
my expectations:
+ SD-WAN
* loT - There is a lot of focus on new
revenue from loT, but one
respondent said: “l am personally on
the fence about IoT. The revenue
per device is miniscule, and loT
complicates scalability.”
+ Cloud connectivity
+ On-demand services - We at ADVA
Optical Networking have seen this up
close with the success of our partner
Masergy.

| was not expecting these responses:
* Location services - This
leverages the operator’s
advantage in physical presence
and infrastructure to generate
revenue from advertisers based
on customer location.
Open platform for innovation -
| personally like this response,
but it's hard to get folks to buy
into such as forward-looking
vision.
Carrier Ethernet - While a lot
of focus is on new technologies,
there are still plentiful revenue
opportunities in Carrier
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Ethernet.

* Network buildout - There's
so much talk about content and
software that it's easy to forget
that telco operators base their
business on physical infrastructure.

What Are the Barriers to Innovation?
When involved in an effort like this, | like
to say that “nothing is easy,” and that
certainly holds for this innovation trans-
formation. Here are some of the barriers
that were cited:

+ Believability of business case - “Are

you just trading CapEx for OpEx?”

« IT skills - “This is a tough hiring
environment; we are competing for
talent with cloud companies.”;

“We can and do train staff, but

then you have retention issues due to

headhunting from other companies.”

Culture - “Everybody has to change

but me.”; “People don't want to use

a common infrastructure, because it

leads to a loss of control.”

Funding - Competing projects;

“it's difficult to make long term

investments in a public company

focused on quarterly results.”

* Technology - Immature; Adapting
from cloud to telco

* Legacy systems and equipment

Over the Top (OTT): Opportunity or
Threat?
The impact of OTT was another area that
drew divided responses. Some of the
operators saw it as an opportunity for
partnership in these areas:
* Enterprise services with guaranteed
BW and SLA
* Micro BNG/CDN at the edge of the
network
« Become an OTT, e.g. AT&T offering
DirecTV content
* Network as a Service
« Some of the others saw OTT players
as a threat to these offerings:
+ Consumer services
* Voice services
Security services

What New Technologies Are in Play?

| asked my contacts about the status of
the following technologies, and whether
they are in use now. The responses are
in the “Usage” column, but the comments
are what's most interesting.



Technology Usage Comments

NFV and SDN VWWWWWWWWY | “Agile has to get code out the door. Too much
PM. Must involve the customer. No scheduled
releases.”

Agile and DevOps | VWWVVWWWY “Hard to bring a DevOps model up to our stan-
dards.”

Fail Fast VWWW “Kill hobbies.”
“Never for the network.”
“How do we move from static six 9s ‘never fail’
model to fail fast?”
“We will do stuff knowing we have to throw it
away in 2 years.”

Open Source VWWWWYVWWY [ “Can a Linus Torvalds control what goes in?”

SD-WAN VWY “Everyone is positioning their products as
SD-WAN, including vCPE and virtual overlays.”

What About Management? Can
Today’s OSS/BSS Systems Be Used?
The responses were divided on this ques-
tion. Here are some interesting com-
ments:

* “We have to change them. They
don't have open APIs, and operators
will need APIs for NNIs. TIRKS is an
albatross.”

“We can innovate around or through
existing systems. We're going to build
an orchestration platform in parallel
and connect where needed, e.g.
billing. Can't rip and replace - must
evolve over time."

“There are benefits of back office
improvements. In the long term,
need to replace to address cloud
applications.”

“We already had to upgrade and
integrate OSS/BSS, and this is largely
complete. In 2017, the software focus
will be on automating the new
feature and products.”

“We are in a merger now, which
highlights the difficulty of the existing
systems. However, they are effective
at scale. We could streamline and do
more with fewer people.”

“We can't replace them overnight,
and we can't wait. We need a new
approach: replacing lower layers with
a data-model-driven approach, e.g.
with YANG. But it takes time.”

“We can get some benefits from SDN
and NFV without an overhaul, but
that will only take you so far. We
need to replace them in the long
run, and we do have an NG OSS
vision. However, I've been here 20
years, and there's always been an NG
OSS vision.”

Virtual CPE: Is It Ready?

| next asked about the readiness of virtu-
al CPE (vCPE) for mass production rollout.
Again, the responses were mixed.

On the “no” side:

and the

“We're not ready! It doesn't fit into

what we are doing.”

“Out of my bailiwick now. In the past,

we had concerns about number of

services required for the business

case to work. The technology was

fine.”

“The centralized model is hard to

gauge due to oversubscription. We

don't have enough data to make

good rules on what works. If you roll

out slowly, you can get the data that

you need before you break the

service.”

“No. There are issues with

scalability of service chaining
manageability

of solutions. Also, issues
with scalability when using multiple

+ “Still need to mature the solution. The

VMs per tenant, nevertheless, need to
get going.”

current implementations would cost
more and deliver less than boxes. But
there will be a tipping point as costs
come down.”

On the “yes” side:

In

“vCPE is deployable - ready to go
now.”

“Ready for mass deployment. We
question the ETSI NFV model (VNFs
as VMs versus disaggregated) from
the standpoint of the financial
models.”

“The distributed model works OK.”
“Live trials now. vCPE is reliable now,
but there are still issues to solve

for scale, e.g. installation. This can be
solved within the next 12 months.”
“Yes. We are seeing more choice

in vCPE platforms, more VNFs and
more virtualization in the core of the
network.”

my survey, some operators expressed

1"

concerns about VCPE regarding cost and
scale, including automation. We at ADVA
Ensemble believe that these issues are
solved (or mostly solved), and the sit-
uation is getting better. In particular,
we have seen innovation in VNF perfor-
mance and variety, white box cost and
performance, OpenStack, MANO, etc.
The time is now!

One last point on vCPE: One operator
asked me to make the point that vCPE
is an application or platform, not a box.
Now, I'm asking you to make the same
point to your colleagues.

M

y Takeaways

It's clear that innovation is
proceeding, but there are barriers -
both internal and external. Even so,
there is recognition that now is the
time to start.

Operators see that new opportunities
like cloud, vCPE and SD-WAN are
balanced by threats from OTT
players.

NFV/SDN/vCPE technology has
progressed and there are some live
deployments. However, there are still
concerns with cost and scalability.
Applications like SD-WAN will help
drive solutions for the gaps, because
they can be tied to services and
revenue.

And possibly most important:
operators must work closely with
their customers and suppliers to
drive innovation solutions!




Software Holds the Promise of Tomorrow’s

Telecom

By Brenda Boehm

Chief Strategy Officer and Executive Vice President of Technology and Products
Telecommunications Industry Association (TIA)

The Promise

The promise of tomorrow's telecommu-
nications networks is to have an agile,
dynamic, efficient and secure connectiv-
ity to everything....everywhere. Service
providers, and IT leaders, have been
dreaming of the day when they can put
a secure, new connection to a new loca-
tion without wading through numerous
inefficient internal system changes that
take months to complete, require the
time, and expense of personnel on site
with truck rolls, and then have to repeat
the process if they want any alternations.
We all want a network that can provide
us high-speed connectivity if we are in
our cars, home, office, or even at our
favorite coffee shop, or restaurant.

Many of us await the option with great
anticipation of being able to ride in our
driverless car so we may be more pro-
ductive with our time. Or arriving to a
home that is “ready” by sensing we are
close and preparing our interior lights,
adjusts the temperature, and possibly
even have our first course of dinner wait-
ing. We can go on and on about how our
lives will become more efficient for living
with tomorrows network promise.

Transforming Telecommunications
for the Promise

For this promise to become a real-
ity, the telecommunications industry will
have to completely change the way it
thinks about its business and service
offerings, and builds and operates net-
works. Information & Communication
Technology (ICT) companies must drive
their next generation networks with
designs based upon new frameworks,
collaborative standards and encourage
interoperable innovative solutions. The
progressive network equipment provid-
ers are leveraging the new technolo-
gies and completely changing their new
service portfolios to offer the compo-
nents that the service providers, evolv-
ing enterprises, and smart consumers
expect. This is an evolution in telecom-
munications, from the architecture, to
the infrastructure network components,
all the way to the end point devices.
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First Step in Delivering the Promise -
New Data Centers

The center of these changes, the “brains”
of the new networks, is the data centers.
Over the last 50 years, since Intel's co-
founder, Gordon Moore, correctly pre-
dicted that computing power will double
every two years, the processing capabil-
ity has provided a foundation to man-
age and build upon information. This
continued exponential capability of the
CPUs has been essential for data center
technology developments; however, the
ability to harness the computing by virtu-
alizing computing cycles and data servers
is what has dramatically changed the
game with information technology with
software led infrastructure (SLI). Today,
mega-data centers are located across the
globe to be geographically redundant,
energy efficient, and built around the
dynamic capacity and flexibility of the
new virtualized technologies.

Extending the Data Centers to the
Networks

IT and Telecommunication architects
have converged to bring the virtualized
capabilities that we are experiencing in
the data centers throughout the new tele-
communications network functions. The
new networks utilize software defined
architectures (often known as software
defined networks (SDN) that place the
centralized control planes in these high
capacity data centers so that can be
directly communicate with the virtualized
network functions (VNF). This is the foun-
dation for the modernization of tomor-
row's networks that will create a highly
efficient and agile network because it is
centrally managed and programmatically
configures every network component.

This network functions virtualization
(NFV) architecture is being utilized in
the central, infrastructure functions for
telecommunication networks and for the
edge supporting virtualized customer
premise locations. By implementing
this new network architecture, the net-
work can be programed at every point to
enable flexibility, efficiencies, and higher
customer satisfaction as has never been
possible before.



Connecting to Everything

As the new software defined network is
in place, it creates the necessary infra-
structure for connecting to the Internet
of Things (loT). The networks from
the past had end points that were the
phones. That evolved to the smart
phones where we could utilize our devic-
es to do more than just transmit our
voices, but also data. Now we will con-
nect together billions of sensors, based
upon micro-electromechanical systems
(MEMS) technology that will be embed-
ded in everything we can imagine. MEMS
technologies, or sensors, are continu-
ing to improve by becoming smaller,
more power efficient, less expensive,
and, hopefully, more secure. 10T virtu-
alized management platforms control
these sensors through application pro-
cess interfaces (APIs) directed at verti-
cally focused market segments. Some
large vertical markets such as: industrial
internet, automotive, healthcare, energy,
smart buildings, and smart homes are
working across their industries to deliver
innovative solutions.

Bringing these individual markets togeth-
er into system wide connected solutions
enable government officials, service pro-
viders, suppliers as innovation leaders to
build smart campuses, communities, and
cities. Every company is now becoming
a technology company, establishing new
divisions of digital marketing, analytics,
energy management, finding other busi-
ness opportunities to utilize the market
advantages that can be realized by lever-
aging these new connected-thing touch
points.

Complexities in Managing the New
Networks

New networks cannot be managed with-
out new Operational Support Systems
(OSS) processes and tools to manage the
new ecosystem. The ability to design
a network so that there is a plan for
programmatic management of all the
network devices is essential. Creating
this capability will not only create a
way to operate the network through
the standard process steps of: orches-
tration, assurance, optimization, and
maintenance. It is also critical for the
next generation networks to be secure.
This capability will enable the expansion
or contraction of a network instance

as capacity requirements evolve, and
also protect and shut down an instance
if it is compromised. Introducing new
automated processes and frameworks
can leverage such things as Autonomic
Network Management (ANM) that will
simplify network management and con-
trol, build in efficiencies, and minimize
the impact on operations with all these
new network capabilities. It will be
critical that part of our next generation
modernization will continue to evolve
and improve so that the promise of the
new networks can be realized.

As with all changes, the plans can only be
realized if the operating workforce can
support it.  Establishing the necessary
skills for the organizational management
teams necessary to design, operate,
maintain, and protect the network is the
biggest challenge for the ICTs.

Summary

The new telecommunications networks
will change the way we work and live. It
has the potential to solve many of our
world’s shortages, and bring a better,
easier, life for its citizens. However,
change as significant as this is not easy.
It will take continued innovation, collabo-
ration, and fortitude to deliver on this
promise.

®

ADVANCING GLOBAL COMMUNICATIONS

About the Telecommunications
Industry Association (TIA)

TIA’s mission is to advance global connec-
tivity and accelerate business growth by
convening the entire supply chain of com-
munications - more than 250 companies
including the service providers, manufac-
turers and suppliers, software developers,
distributors and integrators, consultants and
educators-- that build and support the com-
munications and information networks of
today and tomorrow. TIA is also accredited
by the American National Standards Institute
(ANSI).
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About Brenda Boehm

Brenda Boehm, Chief Strategy Officer, is
responsible for the overall strategic direction
and provides the technology and product
leadership for the Telecommunications
Industry Association (TIA). Brenda’s deep
industry expertise is based upon her success-
ful leadership roles at both the executive and
board levels with various innovation-focused
technology companies from entrepreneurial
start-ups; Starent Networks, Tango Networks,
and Cyphre to Fortune 100 leaders, Cisco,
Nortel, Alcatel-Lucent and Nokia. This
uniquely broad set of experiences and skills
have equipped her with the insight to cre-
ate a market vision that recognizes industry
disruption, an ability to harness change for
innovation, develop global market reach and
ensure the most successful operational best
practices.

Most recently Brenda’s focus has been on
developing company infrastructure and
operational transformation; driving virtual-
ized, dynamic, secure networks that can con-
nect to everything, everywhere. She recogniz-
es that this new architecture and operational
transformation will bring further efficiencies,
agility and an ability to truly manage the
new Internet of Things.

Brenda Boehm holds a Masters of Science
(MS) from SMU’s School of Engineering in
Telecommunications and a Bachelors (BA)
in Computer Information Systems (CIS) from
the University of Louisiana. She also attend-
ed Stanford's prestigious Graduate School
of Business Executive Program, recently
completed the Advanced Computer Security
Certification Program.



The Business Services
Opportunity: Maximizing
the Capabilities of Emerging

Networks

By Barry Derrick
Strategic Solutions Marketing Manager
ADTRAN

Broadband service providers, both telco
and cable-based, are striving to offer
their business customers emerging high-
bandwidth, low-latency services that will
help them differentiate themselves in
today's marketplace. To maximize the
opportunities ahead, service providers
will need to evolve their networks to
embrace service agility, flexibility and
scalability.

In-demand cloud-based services require
symmetrical ultra-high-speed broadband
networks that can respond to customers’
changing needs and requirements, pref-
erably in real-time.

Upgrading broadband networks for sym-
metrical gigabit capabilities ensures ser-
vice providers can competently deliver
the enterprise applications required to
remain competitive. More importantly,
ultra-broadband network connectiv-
ity allows service providers to maximize
growing revenue and profitability oppor-
tunities presented by serving the SMB

and enterprise business segments. The
landscape is indeed changing, and com-
petitive Gigabit offers targeting the busi-
ness sector are on the rise.

Software Driven Programmable
Networks

Unlike legacy networks, which are com-
prised of hardware and software dedi-
cated to specific functionality and over-
subscription, just in case demand grows
beyond engineering forecasts, emerging
network infrastructure and its compo-
nents are software-driven and program-
mable. Both capabilities work in tandem
to enable operators to meet their cus-
tomers’ changing demands in minutes,
hours or days, rather than the weeks,
months or years legacy networks histori-
cally took.

For example, emerging networks take
the focus off of hardware and place
it on software by employing software-
defined networking (SDN) and network
functions virtualization (NFV) technolo-

Key components businesses value when shifting to cloud:

High-performance, secure, reliable solutions that
guarantee safe transfer of data to and from the cloud.

Enterprise-wide support for employees who are working at
home or from remote locations.

Business continuity ensured by multiple back-up options
designed to optimize business connectivity uptime.
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gies. Both enable network hardware to
serve more than the one specific pur-
pose for which a system or its compo-
nents were created. Together, SDN and
NFV and programmable hardware also
unleash unprecedented scale by setting
all networking resources free to be used
or optimized wherever they are needed
most. In emerging networks, the func-
tionality of network resources is driven
by demand instead of predetermined
roles or “guess-timated” forecasts.

Emerging networks’ agility, speed, scale,
and flexibility enable new levels of collab-
oration between, customers, service pro-
viders, and developers, creating a prom-
ising future. Together they can design,
develop and deploy apps, services and
virtual controls that legacy networks are
incapable of supporting. For example,
just as the smartphone introduces apps
and services that made land line phones
look inert, emerging networks are now
supporting apps, services and features
that most businesses will be unable to
imagine living without for years to come.

Building Solutions, Not Problems
Businesses have always wanted sim-
ple solutions to their complex needs.
Historically, service providers have had
to initiate complex solutions involving
byzantine hardware-software combina-
tions that were expensive and confusing.
One promise of software driven, Gigabit
enabled networks is their flexibility and
agility, which enables custom solutions
for business customer requirements.

Smart service providers migrating
to programmable networks can tailor
services to meet their customers’ needs
in record time, adjust those services to



meet specific requirements on demand,
or create brand new services as new
trends and needs dictate. Broadband
service providers can now collaborate
more closely with their business
customers and meet their varying
requirements, improving their revenue
and profitability prospects as a result.
Networks can now conform to customer
requirements, reversing the legacy of the
opposite, which historically all too often
meant customers had to conform to a
service provider's network environment.

This new approach enables both ser-
vice providers and their customers to
grow and prosper together. Business
customers can now rely on their service
providers to manage their IT and busi-
ness application infrastructure, freeing
them up to better focus on their own end
customers. They can now use technol-
ogy as an asset to better achieve their
mission, without the hassle and burden
of having to devote significant resources
to manage it. In this regard, service pro-
viders now become trusted technology
partners, not just vendors offering com-
plicated and costly services.

“In emerging
networks, the
functionality of
network resources
is driven by
demand instead
of predetermined
roles or
‘guess-timated’
forecasts.”

Seize the Moment

The potential of the emerging software-
driven programmable broadband access
network is already upon us and it's limit-
less in its opportunity. However, suc-
cess is by no means guaranteed. Indeed,
service providers will need to seize the
moment. Enterprise and business ser-

vices are a lucrative market segment,
attracting wide-ranging competitors.
The capabilities of advanced networks
includes inviting non-traditional com-
petitors to pursue these opportunities.
Competitors now include companies like
Microsoft, Google, Amazon, and many
more, who leverage the power of IP
enabled networks to offer many of the
applications discussed in this paper.

Whether service providers are defending
their own market, or expanding into oth-
ers, the need to leverage the capabilities
of software-driven programmable broad-
band access networks is now critical.
There is too much opportunity at stake.
The good news is these capabilities exist
and are available today. Enterprise and
business customers are looking for tech-
nology partners to help them leverage
their own business opportunities. Service
providers now have the tools to seize
that opportunity.

Walker and
Associates Expands
NC Warehouse
Capabilities

By Randy Turner
Director, Marketing Communications
Walker and Associates

In order to better support new fiber cable stocking initiatives,
Walker and Associates recently completed construction of an
outdoor fiber cable yard at its warehouse facility, located in
Winston-Salem, NC. This new resource, dedicated to stock-
ing large fiber reels, enables Walker to support fiber cable
demands from its customers. In addition to stocking the cable,
Walker's investment in equipment to cut cable to customer-
specified orders, provides expanded opportunities to meet the
growing demand for fiber cable.

Walker currently stocks bulk cable from manufacturers such as
CommScope and Corning, in addition to the fiber equipment
necessary for FTTx projects, central office redesigns and more.
This expansion solidifies Walker's goal of providing a single
source for customer needs. Through their engineering services,
Walker assists customers with network design. Their expansive
range of logistics services provides customers with worry-free
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supply chain management. Additional services include man-
aged services such as monitoring, remote support, Network
Operations Center (NOC) services, Security Operations Center
(SOC) services, and more.

Fiber cutting, re-spooling and maintaining and inventory of bulk
fiber cable is positioning Walker to support customer needs
in even greater capacities. While fiber availability shortages
continue to challenge US carriers, Walker is uniquely poised to
provide not only the fiber cable, but also the associated equip-
ment and services that matter to anyone involved in designing,
building and maintaining growing networks.

Learn more about Walker's extensive network services at
http://walkerfirst.com/managed-services/



Competition Builds the Future

By Chip Pickering
CEO
INCOMPAS

There is a new sheriff in town. As with all
changes in administrations, the arrival of
President Donald Trump in the nation’s
capital signals change. And change brings
both questions and opportunity.

Today, the broadband industry stands
at the edge of a great frontier. The need
to deploy faster, more affordable broad-
band infrastructure is essential to job
growth, innovation, education and inter-
national competitiveness. That's the
opportunity.

But massive consolidation in an indus-
try filled with mega mergers has left
consumers and business customers
with even less choice and higher prices.
Anti-competitive practices that artificially
inflate prices and delay new technology
are barriers to deployment—mountain
ranges blocking the railroad to tomor-
row.

The new FCC, under the direction of

Chairman Ajit Pai, has launched a
Broadband Deployment  Advisory
Committee. INCOMPAS, the internet

and competitive networks association,
applauds this move. Our members are
on the front lines of building the future.
We provide middle-mile infrastructure,
residential and enterprise fiber, and
wireless networks across the nation.

We also represent internet companies,
streamers and data centers rounding
out an end-to-end internet ecosystem
that consumers and business customers
depend on for binge watching, tweeting
and sharing.

INCOMPAS believes competition remains
the silver bullet of broadband policy.
And here are three recommendations we
have given to the new administration to
help keep broadband shooting straight
to the future.

“For every $5 billion invested
in broadband infrastructure,
250,000 jobs are created, and
with every percentage point
increase in new broadband
distribution, employment
expands by 300,000.”

In the 21 years since the landmark bi-par-
tisan Telecommunications Act of 1996,
we have seen new companies explode
and reshape the marketplace with new
investments and innovation. With com-
petition policy that promoted access,
interconnection and deployment, we
have seen innovators bring us Ethernet,
the cloud, and the possibility of a 5G
future.

First: Lower the barriers to
deployment.

Adding a third competitive broadband
network to a residential community has
powerful results. Just look to cities like
Austin, Detroit, or Kansas City. Not only
have speeds doubled, but we have seen
prices for higher speed networks reduced
by more than half! And the biggest fringe
benefit of the new network?
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Tech companies and start-ups are flock-
ing to America’s competitive fiber cit-
ies and towns. A competitor in Detroit
deployed one of the fastest gigabit
networks in the nation, and soon after
Amazon and Microsoft announced plans
to open offices there.

So how can we bring more competition
to more towns?

Reforming rights-of-way and pole attach-
ment rules is a critical first step. Federal,
state and local regulatory agencies are
tasked with facilitating access to rights-
of-way infrastructure like poles, conduit
and other infrastructure. Further action
in this area is needed to enable competi-
tive broadband deployment.

The current process for allowing a new,
competitive builder access to poles is a
disaster. Being blocked by large incum-
bents’ lawsuits is bad enough, but the
molasses-like speed delays are Kkilling
smaller, new entrants. With multiple
attachers that need to move their facili-
ties on each pole to make room for com-
petitors, delays stack up as new entrants
often have to wait for each provider to
complete their work. This leaves com-
petitors and the customers they serve in
a state of limbo.

One-touch make-ready policies where a
contractor approved by the pole owner
could do make-ready work on one climb
not only makes sense, it is consistent
with the goals and law of federal tele-
communications policy. It speeds the
planning process for communities, com-



panies, and broadband customers alike.

Second, bring competition to the
condo

Competitive service options are also
being denied to customers at apartment
buildings, condo complexes, and retire-
ment homes around the nation. Large
internet service providers and landlords
have entered into exclusive deals, some-
times with hefty kickbacks, to trap resi-
dents into one choice for internet and
cable service. Monopoly tactics include
exclusive marketing and advertising
arrangements that prohibit providers
from highlighting competitively-priced
alternatives in building common areas,
on their websites, and in welcome to the
building materials.

Locking up apartment customers, and
locking out competition harms both
broadband deployment and video choice.
As we have seen, consumers prefer to
purchase internet and TV together in a
bundled product. When offered together,
competitive adoption increases by 24
percent.

The FCC should listen to the locals. Across
the nation, city councils and county com-
missions are passing local ordinances
to attract new network competition and
help free residents in large apartment
buildings from monopoly control, giving
them access to more choices and better
customer service.

So let's free these apartment build-
ing customers from monopoly control.
Because getting the keys to the condo

should also be the key to more competi-
tion and lower cable prices.

Third, bridge the last mile and
transition to the future for
businesses and wireless backhaul.

For decades, the last-mile of broad-
band—the connection from the street
to the doorstep, has been the bottleneck
that has strangled competition and kept
prices high.

Just last year, after decades of delay,
the FCC released the analysis of the
most comprehensive data collection in
Commission history for broadband ser-
vice used by businesses and wireless
companies. It showed undeniable market
power abuse at the last mile—where
large incumbents are continuing to
gauge business customers with sky-high
prices for services.

It's time once and for all to stop living in
the Epi-Pen world of broadband, and let
competition set the prices—not monop-
oly control. The FCC can ensure a robust
wholesale marketplace; one that pro-
vides access to encourage more money is
spent on deployment infrastructure and
less wasted on monopoly rents.

On the wired side, we know buildings
with more connections to competition
are more far more desirable locations for
businesses in the real estate market. But
this necessary reform would also help
storefront small businesses, schools,
hospitals and libraries save money as
well.
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On the wireless side, reform is critical
to the 5G future. Recently a Telecom
Advisory Services study found “high back-
haul costs reduce competitive wireless
carrier service quality, increase industry
consolidation and exacerbate the digital
divide.” That is why 3 of the 4 leading
wireless service providers favor whole-
sale access and last mile reform.

Speeding the technology transition to
new networks is a business custom-
er's dream, and a job-creating engine.
Recently, a bi-partisan letter from 48 U.S.
Senators called for more broadband for
every American living in urban centers
and rural towns. They said: “For every $5
billion invested in broadband infrastruc-
ture, 250,000 jobs are created, and with
every percentage point increase in new
broadband distribution, employment
expands by 300,000.”

No one ever said building the future
would be easy. But without innovators,
dreamers and disruptors, America will
fail to reach the broadband Promised
Land. Let's make sure our infrastructure
plans are based on competition, not pro-
tectionist policies for monopolies. Let's
set the future free.

**

Chip Pickering is the CEO of INCOMPAS,
and a former Member of Congress from
Mississippi.
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Clearing a Path to Network Modernization

Kevin Driscoll

Vice President, North American Carrier Sales

Fujitsu

Network operators and service providers
of every stripe are facing a challenging
time of increased competition, pressure
to economize, demand for better service
quality and above all, uncertainty. These
are the main factors motivating what
the industry collectively terms “network
modernization.” But “network modern-
ization” encompasses a range of projects
and initiatives and there are no shrink-
wrapped solutions. The key to success
is a clear understanding of your own
business context and a commitment to
applying this understanding as you make
key decisions about what the business
goals are—and what needs to change in
order to achieve those goals.

Since the communications network
industry is a diverse mix of businesses
rather than a homogeneous group, the
theme of modernization covers similarly
diverse business drivers and possible
outcomes. What works for a national Tier
1 carrier may not be relevant to a local
utility cooperative or small independent
telco.

Solving the Right Problems

Every operator needs to take a methodi-
cal three-phase approach to moderniza-
tion: discovery, analysis/planning, and
finally migration. The first two phases
help ensure you are solving the right
problems. They also minimize the risk
and disruption of the actual migration
and ensure that both bill of materials
and project plan/timeline are complete
and accurate. This kind of introspective
approach ensures a tailor-made solution
and helps target modernization efforts
where they are most needed and where
the greatest business benefits can be
realized.

While it's important to be prepared
for seemingly glamorous technologi-
cal advancements such as virtualization
and software-defined networking, for
many network operators much more
down-to-earth considerations have to
come first. New technology alone is not
a justification for modernization. The
primary driver for network moderniza-
tion in the wireless world is the need to
reclaim space and power to house their
next-generation services. Many of them
need to clear out legacy equipment in
order to avoid constructing new facili-

ties, or renovate power plant to realize
energy-efficiency benefits. In the wire-
line services, many service providers are
grappling with cumbersome old equip-
ment that may have been discontinued
and become more costly than it's worth,
both in terms of maintenance and regu-
lar operation. They may also be faced
with outdated buildings not designed to
modern safety or energy efficiency stan-
dards. In general, despite the situational
variation among operators, it's accepted
wisdom that old equipment and facili-
ties generate less revenue per square
foot than modern platforms. Reducing
the amount of rack and cabinet space
occupied by network equipment is one
of the most easily proven benefits of
modernization.

Reclaim, Replace, Revitalize

Digital Cross Connect (DCS), Synchronous
Optical Networking (SONET) and Time-
Division Multiplexing (TDM) are three of
the technologies currently targeted for
modernization, each for similar overall
reasons. One or more of these technolo-
gies is currently employed in most facili-
ties throughout the country, so it is in
these areas where most modernization
activity is taking place. Many operators
can benefit by replacing these legacy
technologies with up-to-date methods
such as Ethernet, delivered over space-
efficient and flexible multiservice plat-
forms.

Recently, as wireless service providers
moved from TDM to IP to increase capac-
ity and reduce cost, they freed up a large
number of TDM ports that now sit idle
in wireless central offices—consuming
floor space, straining HVAC plant, and
using excessive power without deliver-
ing maximum value. These infrastruc-
ture resources could instead be used
to house next-generation networks that
cost vastly less to run and maintain—and
deliver much-needed bandwidth increas-
es at greatly reduced cost. TDM was
designed for landline deployment where
reliability was paramount. In comparison
with IP networks that are dynamic in
nature, TDM is an inefficient approach
to networking despite its high reliability.
With IP, you can share a single pipe for
multiple things for multiple customers,
whereas with TDM dedicated connec-
tions are required. Driving more efficient
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use of bandwidth and greater flexibility is
thus a predominant driver for replacing
TDM with new technology.

In terms of DCS, a large number of these
systems are still in operation in North
America. DCS systems can be challenging
to replace because they are embedded
at the center of the transport network
and extensively interconnected with net-
work elements and ancillary equipment.
These systems may be beset by inef-
ficiencies in terms of power and service
density, as well as ongoing reduction in
the availability of qualified staff to oper-
ate and service them. They also impose
burdensome and costly complexity on
the network. Replacing DCS with smaller,
newer equipment reclaims power and
space and clears the way forward for
network evolution that will support cus-
tomer demands.

Take a Ground-Up Approach

Overall the first order of business for net-
work modernization should be a ground-
up, evolutionary approach that focuses
first on “cleaning house” by decommis-
sioning or repurposing old gear to opti-
mize the network’s performance and
cost-effectiveness. A properly conducted
discovery phase often unearths “pockets”
of unused equipment or circuits suitable
for reclamation and able to continue
delivering revenue.

Floor space reclamation; power demand
reduction; more efficient HVAC; denser
bandwidth and capacity; better reliabil-
ity and lower maintenance costs; and
operational simplification are all key
areas where investment can quickly yield
long-term gains. Network modernization
should also be undertaken with an eye
to reducing operational burdens on staff,
enabling them to focus their expertise
on delivering more services to more cus-
tomers rather than fighting fires; even
auditing and updating old databases,
records and documentation can have a
dramatic positive effect on operations.
Additionally, prioritizing these practical
concerns helps to set the stage for even-
tual migration to leading-edge SDN/NFV
technology.
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Considerations When Incorporating DC
Power in Pole or Wall Mount Enclosures

By Jeff Patrick
Product Development Manager
Newmar

Backup power is a critical element in the
reliability of any network. Configuring
a system that will survive in the intend-
ed application requires close attention
to detail. Large systems/ central office
applications typically utilize well engi-
neered / integrated DC systems with
a goal of providing five 9's reliability
(99.999%) Remote sites and wall/ pole
mounted enclosures are in similar need
of high reliability but lack the space and
budgets of Tier 1 systems. However,
with good engineering practices and
component selection, high reliability and
economical DC power can be achieved in
these smaller, often hostile environment
applications.

There are critical issues which must
be considered in configuring an enclo-
sure power system. Number one is
temperature which is a known killer of
power electronic circuits and the batter-
ies they maintain under constant charge.
Watertight enclosures provide little or
no ventilation thus components must be
rated for high temperature, and operate
without fans as they provide no benefit.
Properly designed DC UPS are a good
choice for these applications as they typi-
cally operate to 70 deg C and rely only
on convection cooling, having no moving
parts, and utilize high efficiency circuitry
minimizing heat generation.

Batteries are the heart of the system and
must be charged at the proper voltage
under varying seasonal temperatures. A
good DC UPS offers temperature com-
pensated output , reducing voltage in
high temperatures to avoid overcharge
, and increasing voltage to batteries in
low temperatures to prevent under-
charge. In addition the DC UPS should
be programmable for use with various
types of battery chemistry: lead, AGM,
Gel, Ni-cad, etc.

Status monitoring adds to reliability in
performance as problems can often be

¥l

Din Rail Mount DC UPS Simplifies DC Power
Integration in Enclosures

detected before total shut down occurs.
Form C contacts are effective and simple
monitoring and typically activate on

AC fail, running on back up, battery fail,
and bad battery conditions. Monitors
which data log and communicate status
via Ethernet can also be incorporated as
a separate component.

Din rail mounting method is ideal for
securing components in enclosures
where devices quickly and securely click
on to the rail and have front terminals
which provide easy access for AC input,
load and battery wiring.

Integrators are best served by utilizing DC
systems that are designed for enclosure
applications rather than trying to cobble
together an interconnected assembly
of various components and then going
through the often painful proving out
process. Din Rail mount DC UPS are
now available in units that incorporate
all essential functions in one convection
cooled device: battery charger, power
supply, low voltage disconnect, tempera-
ture compensation, battery health moni-
tor and alarm contacts. Typically units
are available in 12, 24, 48 volt output in
power levels from 100- 500 watts, which
cover the majority of enclosure power
requirements.

Virginia Broadband Crisis Averted:
HB 2108 Amended

Version 3 moves toward Senate
floor stripped of all language
that once threatened Virginia's
Local and Municipal Broadband
Authorities

Richmond, VA (February 13, 2017) -
The Virginia Wireless Services Authority
Act; Rates and Charges, or House Bill
2108, (formerly the Virginia Broadband
Deployment Act) has been amended
by the Virginia Senate Commerce and
Labor Committee and, in its latest form,
no longer poses a threat to Municipal
Broadband Authorities across the
Commonwealth.

Last Tuesday, just prior to a floor vote
in the VA House of Delegates, Delegate
Kathy Byron (R-Lynchburg) announced
her intention to remove the still hotly
contended FOIA Exemption clause
“Exemptions Notwithstanding” from the
latest version of HB 2108 when, and if,
it made it to the Senate committee for
review. Today, before the Senate Labor
and Commerce Committee, Byron made
good on that promise by offering an
amendment to the bill, which was subse-
quently accepted by the committee.

“With the removal the FOIA Exemption

clause this afternoon, HB 2108 no longer
poses a threat to local and municipal
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broadband authorities. Instead it merely
reasserts the very same laws and pro-
cedures in the Code of Virginia to which
we all already operate and gladly adhere
and abide,” Frank Smith, President and
CEO of the Roanoke Valley Broadband
Authority said.

The Roanoke Valley Broadband Authority
and allies across the state, and across the
country, had vehemently opposed previ-
ous versions of HB 2108 which contained
several clauses designed to limit the abil-
ity of local governments to serve their
constituents and protect the long term
economic viability of their communities.
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Rarely is it a good idea to put ourselves
in the customer’s shoes! | know that may
seem counterintuitive, but it is absolutely
true. Why would we imagine that we
can experience the same thing as our
customers? This thinking nearly always
leads to assumptions that result in cus-
tomer failures. If we want to really shape
the best customer experiences, we have
to acknowledge first that the custom-
er experience belongs to them, not us.
Focusing externally rather than internally
is the best first step.

Early in my sales career | was taught “You
are not your market.” As | explored that
concept, | began to realize that if | limited
my sales approaches to only what would
satisfy me, | would rarely meet customer
needs in my sales presentations. | would
either close too early, assume on needs
rather that ask good questions, overlook
important decision makers, believe that
price mattered most, and make other
costly mistakes. Learning from the cus-
tomer - the market - allowed me to real-
ize greater sales success and stronger
customer relationships.

As an example, Walker and Associates
recently completed its annual Customer
Satisfaction Survey. Participation lev-
els were the highest in years, and we
received very specific and valuable feed-
back. Reviewing customer comments
helped us gain a better picture of the
customer experience from the custom-
er's perspective. | was particularly inter-
ested in what they had to say about our
website, communication, and processes.
What they expressed provided us impor-
tant data about what shapes their cus-
tomer experience. As we collect that kind
of information, we can then understand
how effectively we are meeting customer
requirements through the people, poli-
cies, procedures, processes and partner-
ships we have in place.

In response to our survey, we received
the strongest level of interest in improved
services available on Walkerfirst.com
than ever before. In response, we have

By Randy Turner

Walker and Associates

already taken steps to improve the search
functionality of our website. As a result,
we deployed “smart machine” technol-
ogy in our search capabilities, which now
draws data from ten different criteria
for potential matches from our data-
base of part numbers, descriptions, web
content and more. These improvements
offer quicker responses, more intuitive
results, reduced need for customers to
know complete part numbers and more.
Based on survey responses, we've hit a
homerun that matters to the customer.
In our research, we've noted that this is
also a distinguishing feature when com-
paring our website to our competitors. If
customers are looking for a user-friendly
web experience, customized with their
transaction data (and we know they are
because they told us), Walkerfirst.com
delivers.

Sure, we can build all kinds of things,
offer new products and services, alter
processes, add procedures, introduce
change, and do it all under the banner of
“improvement.” But, as mentioned ear-
lier, we are not our market. If it doesn't
matter to the customer, it doesn't matter.
Shaping the customer experience is all
about knowing our customers through
observing, listening, collecting and ana-
lyzing data, and then responding. As pro-
viders of customer service, we are always
focused on how to shape customer expe-
riences in ways that truly resonate with
them.

What do we mean by “customer experi-
ence?” It is really the entire journey a
customer takes when doing business or
attempting to do business with a com-
pany. It is the result of processes, some
carefully chosen and others simply the
result of habit, that influence customer
behavior and choices going forward. For
example, the customer experience when
requesting a quote is influenced by how
quickly they receive an acknowledge-
ment and the quote itself, how profes-
sional the quote looks, how complete it
is, how accurate it is, and how well the
company follows up. If it becomes the
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Director, Marketing Communications

Improving the
Customer Experience

responsibility of the customer to remind
of action items, point out an oversight,
or if they feel de-prioritized in some way,
that becomes their experience. They will
then carry that impression into the next
opportunity, choosing either to engage
with the same company or look else-
where.

One of the keys to shaping in positive
ways the customer experience is iden-
tifying the moments that truly matter
to a customer. The best way to really
understand this is to know how your cus-
tomers are judged as being successful in
their roles. Are they evaluated on quote
response time? On-time deliveries? How
well they manage projects? Is price the
only thing that really matters to them
(the answer to that question is nearly
always no, by the way)? Think of all the
things that truly matter to your customer,
and use that list as a starting point to
match ways you can set them up for
success by how you manage your own
work. Improved management of cus-
tomer expectations will always produce
more solid results, stronger customer
relationships and fewer surprises.

Pay attention to the customer experi-
ence, but never assume you completely
understand it. Generally speaking, it is a
moving target. Walker takes steps on an
ongoing basis to solicit customer feed-
back, analyze it, and consider ways to
improve in areas that will likely offer
greater levels of customer satisfaction.
Seth Godin, perhaps, said it best: “The
best measurement of customer sup-
port is whether, after the interaction,
the customer would recommend you to
a friend.” Walker's customers indicated
during our most recent survey that near-
ly 92% of them would recommend our
company to a friend or colleague. That
would appear a good indication we are
on the right path to improving customer
experiences. It's a journey we've enjoyed
nearly 50 years!
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